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ABSTRACT

The aim of this paper is studying the existence and uniqueness solution of integro- differential equations by using

Successive approximations method of picard. The results of written program in Mat-Lab show that the method is

very interested and efficient with comparison the exact solution for solving of integro-differential equation.
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1. Introduction

Integro-differential equations has been arisen in many
mathematical and engineering fields, so that solving
this sort of problems are more effective and beneficial
in many research branches [4,6,7 ]. Analytical solution
of this type of equation is not accessible in general form
of equation and we can only obtain an exact solution
only in distinct cases. But in industrial problems we
have not spatial cases so that we try to solve this kind
of equations numerically in general format. Many
sketches are

numerical employed to give an

approximate solution with sufficient

[8,9,10,11,12] .

accuracy

Definition1[7]. Let {f m (t )}: _o be a sequence of

functions which defined on a set E € R'. We say that
the sequence {f m (t )}? _o converges uniformly to the

limit function f on set E if, given £ < (, there exists a

positive integer N such that: ‘f SO-f )‘ <& (
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m=>N,teE).

Definition2[7]. Assume that a continuous function f
defined on 2 = {(t,x):a <t < b,c < x < d}. The
function f satisfied a Lipschitz condition in the variable
x on {2, provided that a constant L > 0 exists with the
property that |f(t,x1) — f(t,x2)| < Llx; — x|,
for all (t,x,), (t,x,) € 2. And the constant L is called a
Lipschitz constant for f.

Definition3[7]. A solution x(t) is stable if for each € >
0, there exists a § > 0 such that any solution X(t) which
satisfies ||x(ty) — x(ty)|| < 6 for some t,, also satisfies

X)) —x(@)|| < e forall t > t,.

Butris[3] investigate the existence and uniqueness
solution by using the successive approximation method

for the following problem:-

¢
x(t) =x9 + f(t) +f G(t, T)g(r,x(‘[))dr,

where, x € D,D is a bounded and closed domain subset
of Euclidean R™.

In this paper, we study the following problem:-

dx
= M@EDEED), . (P)
where, B(t,7) = f_tooK(t,T)dr,7£> 0, D is closed and

bounded domain subset of Euclidean R™.
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Suppose that the functions g(t,x) and f(g(t,x)B(t, 1))

are defined and continuous in the domain

. (1.1

Furthermore, K (¢, 7) is singulaer kernal , provided that

= {0 <t<bxeD}.

K&, DIl < 87D, &,y >0.

Suppose that the vector functions g(t,x) and
flgt, x)B(t,T)) are satisfying the following
inequalities:
Ifgt.)BE NN <M, .. (12)
lg(t, x1) = g(t, x )l < Lllxy = 201, ... (1.3)

Il f((g(t, x)BE, DI < Bt D) llg(t, x1) — g(t, x) |

6
S L ; ||X1 - lel, I (1.4)

for each t € [0,b], x,x,,x, €D, where M and L are
positive constants and || . || = max| .| .
Now we define the non-empty set by:
0 = 0 —XbM.
The condition q is less than unity, i. e.
q= Mgb <1 .. (15)

Suppose, {x,(t)}m=o be a sequence of functions

which define on the interval [0, b] by:

X (t) = xo + Kfotf(g(‘r,xm_l(r)) p(t,t))ldr ... (1.6)
with

x%(0) = x5, m=123,....
2. Existences Solution of (P).

The investigation of existence solution of the
problem (P) will be introduced by the following
theorem.

Theorem 1. (Existence theorem). Let the functions
g(t,x) and f(g(t,x)B(t, 7)) are defined, continuous on
the domain (1.1). Suppose that the functions g(t, x) and
f(g(t, x)B(t, 1)) are satisfying the inequalities (1.3) and
conditions (1.4 ), (1.5). Thus there exist a sequence of
functions (1.6) for which is convergent uniformly on
the domain

(t,xo ) € [a,b] X 02, . (2.1
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to the limit function x(t) which is a continuous on the
domain (2.1) and satisfies the following integral
equations:-
x(t) =xo +
Kfotf (g(r,x ®)B(, r)) dr
and it’s a unique solution of the problem (P), provided
that:-

lx(t) — xoll < MAb, ... (2.3)

Xns1(t) = X @I @™ A -7 M, ... (2.4)
forallt € [0,b] and x, € 2r, m=0,1,2,... .

When m = 1in (1.6), we get

Il (6) = xoll < || %S £[- 9620 [, K (8, 7) ] e || <
AMb

So x4 (t) € 2 for all x, € ().

When m = 2 in (1.6), we get

ez () = xoll < |[3S; £ [9Ctx0) 7, Kt 0) dr | de | <
AMb,

ll2c2 (£) — xoll < AMT,

Then, x, (g(t,x(t))) €N, forallx, € 0, t €[0,b].

By mathematical indication, obtain that

1 () = Xoll <

||7&f0tf [g(t, Xm-1(D)) f_too.(l(t, Xy (T)dT ] dT” < AMb.
That is

||, (£) — x0ll < AMb .. (2.5).

Then, x,,(t) € 2, for all x, € 2, t € [0,b].

Next, we shall prove that the sequence of functions
{xm (£)}m=0 is convergent uniformly to the limit
function x(t) on the interval [0, b], for each m = 0,1,2, ....
By mathematical indication, we can prove that
Xms1() =2 (Ol < Mq™' (A =q)™'M .. (26)
forallm =0,1,2,..,and xy € 2,0 <t < b.

Thus by taking the summation two sides of the
inequality (2.6) can be written as:

Tm=ollxmi1(®) = (O S M EF-0q™ (1 — q)7'M,
Since q < 1, so the sequence Ym_o g™ (1 —q) M isa

geometric series which is convergent on [0, b].

doi : 10.25007 / ajnu.v8n3a437



98

Then Y5 —ollXpm+1 (t) — x, ()] is absolutely and
uniformly convergent on [0, b].
But
Xm (£) = %o + L0 %41 (6) — xi (O,
for which implies that the sequence of functions
{xm (£)}m=0 on [0, b] is convergent uniformly to the limit
function x(t), i. e.

}rilrllm X)) =x(t). ... (2.7)
Since the sequence of functions {x,, (t)};n—o on [0, b] is
continuous. Then the limiting function is also
continuous on [0, b].

We shall prove the equality:-

lrllllloof fg@, xpn(0))B(E, 7)) dr
0

-/ oG x @B D) e
Taking
%45 £ Co(z % (@)BCE, D)dT —
Ay £a(rx@)BE D] < ALZblxn(®) = x(O)
But, {x,(£)}%-, converges uniformly, so
|2, £z, 2m(@)BE, TY)dT —
A, fg(nx(@)B(, T))dr” < ngb €, €,>0,

. ye
hoosing, €,= ——, hen
Choosing, € sLpn hence

||7& fotf(g(f' xm (D)) B(E, 1))dT —

Xfotf(g(r,x(r))ﬁ(t, T))dT” <e
Then

Hm, f fa@xm(@NB(E,D) dr
0

- [ Flo@x@mBEn
0

So x(t) is a solution of integro- differential equation (P).
3. Uniqueness solution of (P).

This section contains the uniqueness solution of
Integro-differential equations of (P ).
Theorem2.(Uniqueness theorem). Suppose that

problem (P) was defined in domain (1.1) and satisfy
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inequalities, conditions in previous section. Then the
solution is a unique .

Proof. From the following

x(t) = xo +

X fot f(g(t,x(®)B(t,7) )dr.

We assume that y(t) is separate solution from, (P), that
is

y(©) = x +

1y £(o(ty@)B(E ) )dr

Then

lx@®) -yl <xf; || £ (a(tx@)BE D)) -
f(9(ty@)Beo)|| de

<y 2lla (e x@®) - (96 y@) I8¢ DIl de

<Ay oL@ ~y@lldr,

and hence

lx(®) =yl < qllx(®) =yl

By the condition (1.5), we have ||x(t) — y(t)|| <

[x(t) —y(t)|l, that is contradiction to the assumption
above. Thus |[|x(t) —y(t)|]| = 0. So x(t) = y(t). Thus
x(t) is a unique solution of (P).

4. Numerical results in successive approximation
method.

In this section, investigating the existence, uniqueness
and stability solution of Integro-differential equations
by using a new written program in Mat-Lab software is
done. An example which is corresponding to our
general form, (P) solved by method of Picard iterations
in Mat-Lab.

Examplel . Consider the following problem:-

dx .
prak sin(t — x) J- be~ct=Ddr
x(0) = 0.4, wher:;:, & and y are positive constants.

For the initial condition x(0) = 0.4,we made a Mat-Lab
program to solve the integro-differential equations that
contains the plot of family of solutions of problem (P).

From the results, investigate that our approximation
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result is corresponding to the exact algebraic result.
Defined a sequence of functions {x, (t)}:l:o by:

X (£) = xo + fot [asin (t — Xp_1(7)) f_too be~¢t=Ddr] dr,
%(0) = xo,m=1.2,...

When m = 0, we have

x(t) =04+ fot [asin (t — 0.4) f_too be~<(t=Ddr] dr,
where, x,(0) = 0.4 .

With programming simplicity we will get the following

grap

dx/dt= a*sin(t-x)*int(b*exp(-c*(t-s)),s, -inf.t), y(0)=0.4, Picard Method
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dx/dt= a*sin(t-x)*int(b*exp(-c*(t-s)),s, -inf.t), y(0)=0.4, Picard Method
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Figurel:- Picard Solution curves for different values of
a,b,c in example (1).

Example2. Apply the Picard iteration for the following

problem:
dx g
ik xX2() +x(®Ot—p f(xz(‘c) +x(t) T )dr — 0.16 |,

x(0) = 0.4, where aand g are positive constants.

Define a sequence of functions {x,,(t)}m=o by:-

o (©) =xo+af [ %2 () +7xp (@)

—,BJ (x4 (@) +7 xp (1)) dr —0.16]d7

0

doi : 10.25007 / ajnu.v8n3a437



100 Academic Journal of Nawroz University (AJNU)

Xo (0) = Xo,Mm = 1,2,3, e . dx/edt=x0+a*((x0*b*(1-%)-0.16*t))-x0*int(b*t), x(0)=0.4, Picard Method
. 80T a=0.0001 ]
When m = 1, we find b=0.0001
50
— t 2 tr 2
x@)=xo+af [ x§ +tx, —B[(x§ +
40
Tx, —0.16 ) dr]dr,
30
with
20
x0(0) = 0.4
10
dyidx=y0+a‘[(y0‘b"(1-t’]-D.1E*t])-y0‘int[b‘t2], y(0)=0.4, Picard Method -
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dy/dx=y0+a*((y0*b*(1-%)-0.16t))-y0*int(b*#?), y(0)=0.4, Picard Method
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Figure(2): Picard Solution curves for different values of a, b

13.

where a = a, b = f§ in example (2).
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