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ABSTRACT 
The great interest at the moment is focused on the field of technology, especially artificial intelligence, also do not devoid of our 

daily life of the use of phone applications and computer programs, that increasing of phone and computer usage demands more 

programs and applications to satisfy the needs of users. However, this approach starts with acquirement an image of a 

particular medical or engineering tool, is displayed on the computer through a webcam, whether this image is a photo or digital 

through a display screen, or even the device itself, the computer will identify the tool and a simplified explanation of the way 

it works with a video demonstration throughout MATLAB IDE for implementing this project as well as easy to use by anyone 

even the user doesn’t have any experience software.       

Finally, this approach has been created this project to save time and effort for the users instead of searching on a specific tool 

that they need about its name, how to use so we tried to facility this matter. The proposed algorithm got accurate result, for the 

doctor’s tools the accuracy was 95.8 %, for the engineer’s tools was 98.3 % and for mix of them was approximately 94.1 %. 

KEYWORDS: Deep Learning, Convolutional Neural Network (CNN), Feature Extraction, Classification. 

1. Introduction 

Extraction of discriminative features from input images 

is one of the most challenging tasks in object 

recognition systems. Much effort has aimed at 

determining optimal feature sets for a specific task [1], 

based on the attributes of objects to be recognized and 

classifiers to be used [2][3]. Many of these features 

produced very promising results. However, due to the 

ambiguity and lack of general task-independent rules 

for optimal feature selection [4], the process of data 

classification has been recently dominated by various 

approaches using neural networks. The important 

advantage of these neural network [5] approaches is 

that during the training process the network self-

determines the optimal set of features from the data. 

The disadvantage is that large training data sets may be 

required and thus the training process could be very 

lengthy [6]. Neural networks have been shown to 

provide excellent performance in multiple image 

classification benchmarks, ranging from simple feature 

datasets such as MNIST [7] to complicated challenges 

such as ImageNet [8]. However, more recent research 

in computer vision [9] has demonstrated the 

dominating power of a neural network methodology 

known as deep learning. Similar to the design of 

optimal image descriptors being cumbersome in the 

past, the design and training of deep learning 

structures today is also a big challenge [10]. This is 

particularly a challenge when the performance of the 

design is very sensitive to the implementation details, 

which is often the case. Fortunately, using an 

implementation of already trained structures is quite 

straightforward and if the power of the network depth 

can be applied to other classification scenarios [11], 

then this offers great advantages.  

The progress of deep learning approaches in recent 

years has been spectacular. One of the biggest 

breakthroughs that catalyzed the recent wave of neural 

network deep learning [12] research may be tracked to 

the work of Krizhevsky [13] et al, who proposed 

ImageNet Classification with Deep Convolutional 
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Neural Networks (CNNs) [14] as a combination of 

convolutional and fully connected neural networks 

applied with data augmentation and training 

techniques [15]. The AlexNet was the winner of the 

ImageNet Large Scale Visual Recognition Challenge 

2012 [16], and continues to be the source of inspiration 

for winners in years thereafter. While AlexNet has been 

outperformed by later proposals, the approach is still 

valuable as a good compromise between simplicity and 

performance. 

2. Methodology  

Deep Learning has been used as a main technology 

with specifically the Convolutional Neural Network 

(CNN), to provide a benefit to the user by real time 

getting acquainted with the medical and engineering 

tools and displaying the name of the tool as shown in 

Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Proposed Diagram 

Explanation of it in addition to an explanatory video of 

how it works, as the following: 

2.1 Image Datastore 

There are many resources of image toolkit   that to be 

used one of them OIDv4_ToolKit [17]. Beside it the 

Image datastore consisting of two folders (Doctor’s and 

Engineering’s Tools), corresponding to six categories: 

{'tool1', 'tool2', 'tool3', 'tool4', 'tool5', 'tool6'} with 30 

images each at least. Then set it each folder categories 

separate to the sets into training and test image subsets. 

In this approach the images are partitioned for training 

and for testing. 

2.2 Feature Extraction 

Feature Extraction and Analysis [18] is a goal in image 

analysis that to extract information useful for solving 

application-based problems. The first step is by 

reduced the amount of image data with the tools and 

it explored. After extracted the features of interest, the 

important aspects of feature analysis are to determine 

exactly which features are important, so the analysis is 

not complete until it incorporate application-specific 

feedback into the system [19]. 

The bag Of Features object defines the features [20], or 

visual words, by using the k-means clustering 

algorithm on the feature descriptors extracted it. The 

algorithm iteratively groups the descriptors 

into k mutually exclusive clusters. The resulting 

clusters are compact and separated by similar 

characteristics. Each cluster center represents a feature, 

or visual word. 

Extract features based on define a grid to extract feature 

descriptors, as shown in Figure 2. The grid method may 

lose fine-grained scale information. Therefore, use the 

grid for images that do not contain distinct features, 

such as an image containing scenery, like the shapes. 

Using speeded up robust feature detector provides 

greater scale invariance. 

 

Figure 2: Steps for Extract Features 

This algorithm workflow analyzes images in their 

entirety. Images must have appropriate labels 

describing the class that they represent. For example, a 

set of stethoscope images could be labeled 

stethoscopes. The workflow does not rely on spatial 
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information nor on marking the particular objects in an 

image. The bag-of-visual-words technique relies on 

detection without localization. 

2.3 The Bag of Visual Words 

The Train Image Category Classifier function returns 

an image classifier. The function trains a multiclass 

classifier using the error-correcting output codes 

(ECOC) framework [21]. The Train Image Category 

Classifier function uses the bag of visual words 

returned by the bag of Features object to encode 

images in the image set into the histogram of visual 

words as shown in Figure 3. The histogram of visual 

words is then used as the positive and negative 

samples to train the classifier, and then it would 

encode each image from the training set [22]. 

 

Figure 3:  Extract Features Vector 

This function detects and extracts features from the 

image and then the approximate nearest neighbor 

algorithm uses to construct a feature histogram for each 

image as shown in Figure 4. The function then 

increments histogram bins based on the proximity of 

the descriptor to a particular cluster center [23]. The 

histogram length corresponds to the number of visual 

words that the bag of Features object constructed. The 

histogram becomes a feature vector for the image [24]. 

Repeat for each image in the training set to create the 

training data. 

 

Figure 4:  Histogram Features Extraction 

To evaluate the quality of the classifier, the image 

Category Classifier evaluate method that used as 

shown in Figure 5, to test the classifier against the 

validation image set. The output confusion matrix 

represents the analysis of the prediction. A perfect 

classification results in a normalized matrix containing 

1s on the diagonal. An incorrect classification results 

fractional values. 

 

Figure 5:  Classify Feature to Confusion Matrix 

2.4 Real-Time Organization 

Definition of real time [25]: the actual time during 

which something takes place the computer may partly 

analyze the data in real time (as it comes in). Or in 

another word: response that appears to take place 

instantaneously or in the same timeframe as its real-

world counterpart action. There are many things that 

can affect the Real-Time testing and sometimes these 

can be defined as the Real-Time problems as follows 

[26]:  

i. The environmental conditions surrounding the 

Real-Time test have a significant impact on the 

Real-Time results such as lighting and others. 

ii. The quality of the camera used in the Real-Time 

test. 

iii. If the tool or image is close or far away from the 

camera, this can be effect on the Real-Time test. 

iv. The trembling of the hand holding the 

instrument or the image during the Real-Time 

has a big effect, so the computer will get unclear 

and blurry image. 
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v. Containing the background colors similar to the 

colors of the tool can lead to confuse on the 

computer and thus not get accurate results. 

vi. The thickness of the paper if the test is done to a 

picture of a tool printed on a paper, the clearer 

the image and the high quality al that can lead to 

more accurate results. 

2.5 Object Classification and Recognition  

Computer vision technique for identifying objects in 

images or videos [27]. Also, it is a key output of deep 

learning and machine learning algorithms as shown in 

Figure 6. 

 

Figure 6: Machine and Deep Learning Techniques 

To classified image is an important part of the remote 

sensing, image analysis and pattern recognition. In 

some instances, the classification itself may be the 

object of the analysis.The image classification therefore 

forms an important tool for examination of the digital 

images. The term classifier refers loosely to a computer 

program that implements a specific procedure for 

image classification [27]. The analyst must select a 

classification method that will best accomplish a 

specific task. For present, it is not possible to state 

which classifier is best for all situation as the 

characteristic of each image and the circumstances for 

each study vary so greatly [27]. Therefore, it is essential 

that each analyst understand the alternative strategies 

for image classification [27]. 

These techniques are distinguished in two main ways 

as:  

A. Supervised classification  

− Analyst identifies representative training sets 

for each informational class  

− Algorithm generates decision boundaries 

B. Unsupervised classification  

− Algorithm identifies clusters in data  

− Analyst labels clusters  

Additionally, supervised classification has different 

sub classification methods which are named as parallel 

piped, maximum likelihood, minimum distances and 

Fisher classifier methods. These methods are named as 

Hard Classifier [28]. As shown in Figure 7.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Classification Techniques Types. 

 

2.5 Deep Learning and CNN 

In deep learning, a convolutional neural network 

(CNN, or ConvNet) is a class of deep neural networks, 

most commonly applied to analyzing visual imagery 

[30]. CNNs are regularized versions of multilayer 

perceptron’s. Multilayer perceptron’s usually refer to 

fully connected networks, that is, each neuron in one 

layer is connected to all neurons in the next layer. They 

are also known as shift invariant or space invariant 

artificial neural networks (SIANN) [31], based on their 

shared-weights architecture and translation invariance 

characteristics. Convolutional networks were inspired 
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by biological processes. ResNet-50 is a convolutional 

neural network that is trained on more than a million 

images from the ImageNet database. The network is 50 

layers deep and can classify images into 1000 object 

categories, such as keyboard, mouse, pencil, and many 

animals. As a result, the network has learned rich 

feature representations for a wide range of images. The 

network has an image input size of 224-by-224. as a 

shown in Figure 8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Training CNN Function 

2.7 Result and Discussion 

As a beginning of program, after all the project will 

check folder of training database which is contain 

image for each category separately and mix, because 

we need more one than case image for each object that 

will training in CNN function with full layer, beside its 

normalization feature and minimum batch size to 32 in 

each weight layers using activation functions. 

Firstly, the result shows in separate categories both of 

them (Medicine & Engineering Tools), The Medicine 

Tools accuracy have been done under 6 categories 

compared with other classifications in same number of 

input image for training and testing using EscVM 

dataset [17], the highest is better as shown in Table 1 

Table 1: The Medical Tools Classification 

# 
No. of 
Tools The Used Algorithm 

Accuracy 
% 

1 6 
SubSpace KNN with learning Type 
Discriminate 

79% 

2 6 Bag 79% 

3 6 Bagged Trees 77.1% 

4 6 
SubSpace KNN with learning Type 
Nearest Neightbor 

79.6% 

5 6 Fine KNN 81% 

6 6 Linear SVM 85.8% 

7 6 Quadratic SVM 86.4% 

8 6 Cubic SVM 87.9% 

9 6 Proposed 95.8% 

 

Secondly, the result shows in Engineering categories in 

same previous classification, The Engineering Tools 

accuracy have been done under 6 categories compared 

with other classifications in same number of input 

image for training and testing, the highest is better as 

shown in Table 2. 

Table 2: The Engineering Tools Classification 

# 
No. of 

Tools 

The Used Algorithm Accuracy 

% 

1 6 
SubSpace KNN with learning Type 

Discriminate 

81% 

2 6 Bag 81.7% 

3 6 Bagged Trees 83.1% 

4 6 
SubSpace KNN with learning Type 

Nearest Neightbor 

83.4% 

5 6 Fine KNN 85% 

6 6 Linear SVM 85.5% 

7 6 Quadratic SVM 86.2% 

8 6 Cubic SVM 95% 

9 6 Proposed 98.3% 

 

Finally, the result shows both categories with same 

before classification, The Mixed Tools accuracy have 

been done under 6 categories compared with other 

classifications in same number of input image for 

training and testing, the highest is better as shown in 

Table 3. 

Table 3: The Mixed Tools Classification 

INPUT 

FEATURE 
EXTRACTION 

CLASSIFY 

TEST TRAIN 

FEATURE 
EXTRACTION 

CLASSIFY 

DATA BASE 

COMPARE 

END 
(RESULT) 

YES 

No 
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# No. of 

Tools 

The Used Algorithm Accuracy 

% 

1 12 
SubSpace KNN with learning Type 

Discriminate 

72.1% 

2 12 Bag 71.7% 

3 12 Bagged Trees 71.7% 

4 12 
SubSpace KNN with learning Type 

Nearest Neightbor 

73.4% 

5 12 Fine KNN 74% 

6 12 Linear SVM 75.5% 

7 12 Quadratic SVM 84% 

8 12 Cubic SVM 84.3% 

9 12 Proposed 94.1 % 

3. Conclusion  

The project based on Deep learning and CNN, it can 

use a static and dynamic data from the Real-Time 

which is the current time of execution it can recognize 

objects by displaying it either the object itself, a printed 

photo on a paper or a phone picture recognize the tool, 

displaying its name, a description about it, also it 

displays a tutorial video about how to use. It is so easy 

to use by any one, although it is complex academically. 

4. Recommendation 

It is possible to improve this research in the future by 

adding some other features, work in other field like 

some kind of cancer. Also, improve area code to 

joining mobile application. Beside that using Nvidia 

GPU array to increase accuracy and decrease time 

recognize for real time, but that need high performance 

Video Card.  
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