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ABSTRACT 

Governments around the world have gathered masses of personal information on their citizens as part of the fight against the 

Covid pandemic. Citizens, willingly for the most part, yielded such data in order to protect the public good and safety of 

society.  Focusing on personal data gathering, processing and protection for public good, the authors consider how far 

citizens are willing to accept that their personal data can be collected by governments during a public health crisis. The 

situation in Europe and in China shall be compared, showing how the “public interest” during Covid-19 was understood 

very differently in different jurisdictions. 
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1. Introduction

Governments around the world have been able 

to gather masses of personal information on their 

citizens as part of the fight against the Covid 

pandemic.[1] Citizens, willingly for the most part, 

yielded such data in order to protect the public good 

and safety of society.[2] In this article, which focuses 

on personal data gathering and processing, mass 

surveillance and protection for public good, the 

authors will consider at which level(s) citizens are 

willing to accept that their personal data can be 

collected by governments in a public health crisis. The 

situation in Europe and in China shall be contrasted 

and compared, to show how the notion of the “public 

interest” (the best interests of society) was understood 

very differently during Covid-19 in different 

jurisdictions. 

Personal data collection can in many instances benefit 

the public good. For example, fingerprints are used to 

detect criminals‟ presence at crime scenes.[3] Airports 

scan our faces to strengthen border security in the 

fight against terrorism.[4] Similarly, during Covid-19, 

personal data collection (including sensitive personal 

data) and shared data sources were used to combat 

the global pandemic, empowering State agencies to 

ensure citizen health safety by using gathered data to 

conduct mass vaccination programmes, persuading 

citizen co-operation and supporting community 

control.[5] 

However, the idea that Covid has presented 

governments with a perfect reason to invade citizens‟ 

personal privacy has also been a popular viewpoint 

globally[6], in particular in some European 

countries.[7] Although citizens in Europe have 

already given their personal data to their 

governments to facilitate the implementation of the 

massively successful European Union (EU)-wide 

Covid vaccination plan, they found it harder to 

contemplate China-style data collection and Covid-

personal movement control (e.g., via use of Covid 

personal movement-confining apps) implemented by 

personal data driven decisions. The right to personal 

privacy is protected in fundamental rights 

instruments such as the European Convention on 

Human Rights (ECHR) Art. 8. It recognises that 
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personal privacy is not an absolute right and that it 

can be limited under special circumstances, such as 

wide scale public health threats.[8] The European 

General Data Protection Regulation (GDPR) confirms 

that “the processing of special categories of personal 

data may be necessary for reasons of public interest in 

the areas of public health, without consent of the data 

subject.”[9] Nevertheless, many citizens are deeply 

uncomfortable that the State now holds, on a mass 

scale, up-to-date personal information on them which 

it did not hold previously on such a comprehensive 

scale. The EU Early Warning and Response System 

(EWRS), a tool originally designed to share public 

health information in the EU and provide notification 

to the EU Commission[10], which later became a 

public health threats monitor tool within the EU[11] 

was never widely accepted by citizens to combat 

Covid-19.[12] Similar failure can be observed from the 

roll-out of Government-funded Covid “vaccine 

passports” which were designed for the public to 

travel safely through Europe, by allowing them show 

that they had been vaccinated[13], such as the UK‟s 

covid app, which after many millions was abandoned 

as it could not “talk to” other countries Covid 

protection systems.[14] 

In contrast, in China the relationship between 

personal data and the public good is undergoing an 

interesting phase. On the one hand vis the 

relationship between the citizen and the State, 

scholars have described it as follows: “[the citizen‟s] 

right to personal information should be limited 

because it should not interfere with the authority of 

the Chinese government, as the largest data 

controller, to collect, process, save, and use personal 

information.”[15] However, in an interesting contrast, 

the Personal Information Protection Law of China 2021 

(PIPL 2021) does not take the same approach, instead 

adopting an EU-like approach[16] by providing that 

while “personal information processors may process 

personal information when it is necessary to respond 

to public health threats”[17], it also provides that 

“personal information processors shall have the 

obligation to erase personal data when the data are no 

longer necessary in relation to the purposes for which 

they were collected”[18] and that where “personal 

information processors[19] fail to erase personal data, 

citizens can request them to do so”.[20] 

This context described above presents interesting 

questions for scholars interested in big data, mass 

surveillance, use and storage of personal data by the 

State, as follows: when Covid does eventually come 

to an end, will the State erase the collected data when 

the reason for Governments to hold this mass of 

personal data (voluntarily given by citizens to help 

the government fight the Covid public health threat) 

no longer exists? In Europe this debate has centred 

around talk of “the right to be forgotten” (already 

part of EU GDPR[21]) to be extended to allow citizens 

to force Governments in Europe to delete citizens 

personal data which States have long desired to hold.  

Another related question arises in the case of one-

party States like China: it has adopted a version of the 

EU GDPR “right to be forgotten” model in its PIPL 

2021[22], so the question arises whether citizens are in 

a position of certainty or uncertainty with regard to 

seeking to have their Covid-provided personal data 

deleted via the “right to be forgotten”, at a time when 

requesting governments or dominant tech giants who 

collaborate with government on Covid contact tracing 

apps to erase one‟s personal data, may not be 

straightforward.  

This Article therefore will consider how to enhance 

“the right to be forgotten” in China in the personal 

data context, as well as identifying in which areas the 

EU-style right to be forgotten can be strengthened in 

an effort to see if the advent of innovation and mass 

data gathering presents new challenges for States 

seeking to take long-term advantage of Covid-
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gathered mass data, or whether existing legislation 

provides an adequate safeguard for citizens. 

2. CONTENT  

Putting the idea “sharing is caring” into action, 

personal data collection, processing and sharing have 

played an important and valuable role across the 

world for governments taking measures to contain 

and mitigate the immense threat to public health 

during the Covid-19 crisis.[23] Covid contact tracing 

apps were designed to monitor the virus spread and 

break the chain of infections to reduce infection 

numbers and save lives.[24] In Europe, tech 

companies (e.g., Google and Apple) collaborated with 

governments building GPS-based or Bluetooth-based 

contact tracing apps for Android and iPhone devices 

to support governments controlling Covid 

outbreaks.[25] Simultaneously, China tech giants 

(e.g., Alibaba and Tencent) collaborated with the 

government by building in-app mini-programs, 

namely “JianKangBao”, to carry mandatory QR codes 

which allowed citizen-tracking on Android, iPhone 

and Huawei devices.[26] JianKangBao collected a 

broad range of personal data, such as individual user 

identities, user location and geographical movement, 

temperature, positive diagnosis information, vaccine 

record, notifications to exposed users, etc.[27] In 

comparison, contact tracing apps in Europe, such as 

NHS COVID-19 (UK), Covid Tracker (Ireland), 

StopCovid (France), Smittestop (Denmark), 

CoronaMelder (Netherlands), Immuni (Italy), in 

general collected the following four categories of 

person data, namely:  

 “individual user identities and location data”;  

 “Bluetooth identifier codes and associated contact 

event information”;  

 “positive diagnosis information and associated 

information”; and  

 “notifications to exposed users”.[28] 

In the EU and UK “„personal data‟ means any 

information relating to an identified or identifiable 

natural person („data subject‟); an identifiable natural 

person is one who can be identified, directly or 

indirectly [...].”[29] In China, “„personal data‟ means 

any information recorded by electronic or other 

means related to identified or identifiable natural 

persons, not including information after 

anonymisation.”[30] Within the definition of personal 

data, there is a special category, namely sensitive 

personal data („SPD‟) related to all Covid-19 apps 

(e.g., health data[31]), which in general shall be 

prohibited from processing[32] unless “processing is 

necessary for reasons of substantial public 

interest”[33], or can only be processed “when there is 

a specific purpose and sufficient necessity, and strict 

protection measures are taken”.[34] However, the 

definition of the SPD has not been provided by the 

EU/UK GDPR, or China PIPL, apart from a list of 

SPD examples.[35] This causes uncertainty about 

what should be considered and treated as SPD at the 

points of data collection and data processing. 

In March 2020 the European Data Protection Board 

(EDPB[36]) adopted the Statement on the processing of 

personal data in the context of the Covid-19 outbreak to 

combat Covid-19, and “[underlined] that, even in 

these exceptional times, the data controller and 

processor must ensure the protection of the personal 

data of the data subjects.”[37] In parallel, an EU 

GDPR-modelled PIPL came into force in China in 

2021, starting a new chapter of data protection for 

Chinese citizens when their personal data has been 

widely and mandatorily collected.[38] However, the 

EU/UK GDPR and Chin PIPL have failed to solve the 

public‟s data privacy concerns brought about by the 

use of contact tracing apps during the pandemic[39], 

e.g., the public worries about data security and 

excessive information collection.[40]  



Academic Journal of Nawroz University (AJNU), Vol.1, No.1, 2023                                               

 
 
 
 

4 

3.1 PRIVACY LEAKAGE: EAST AND WEST SHARING 

THE SAME CONCERN 

Covid-19 contact tracing apps were mandatory in 

certain countries such as China, Qatar, but voluntary 

(in other words, opt-in) in other countries, e.g., in 

Europe.[41] Literature reviews on the tracing apps 

identified privacy issues such as no mention of data 

encryption; silence on whether or how the individual 

could request personal data deletion; and further 

concerns about anonymised data collection, etc.[42] 

Given anonymised data is unable to identify 

individuals on its own, such data has been excluded 

from personal data protection according to GDPR and 

PIPL.[43] However, there are possibilities whereby, 

combining such data with other data, can result in 

anonymised data playing a role in re-identifying 

individuals.[44] This concern around collection of 

anonymised data challenges the protection range of 

the GDPR and PIPL.   

Furthermore, the low downloads rates in Europe 

(e.g., Ireland—49%; Denmark—38%; England & 

Wales—36%; Netherlands—26%; France—20%; 

Italy—17%[45]) exposed the public‟s data privacy 

concerns. Protests against COVID data collection, 

including data relating to geographical movement 

were seen across Europe, e.g., protests in Barcelona 

(2021)[46]; Paris and Marseille (2021)[47]; Paris and 

across France (2022)[48]; Athens, Helsinki, London, 

Paris, Stockholm and across Europe (2022).[49] In fact, 

none of the contact tracing apps and Covid vaccine 

passports have survived in Europe—most were 

abandoned silently by governments within only a few 

months after launch.[50] 

By contrast, Covid-19 contact tracing apps have run 

successfully in China due to their mandatory 

nature.[51] 80% of Chinese citizens support the use of 

Covid-19 contact tracing apps to combat the virus for 

the sake of “sharing is caring”.[52] However, at the 

same time, data privacy concerns have also been 

identified about the apps ability to track users 

movements, centred around the wide range of data 

collection; concerns about how long the apps would 

hold citizens‟ personal data; and concerns about how 

Covid-collected data could be used by other apps or 

platforms either during or post-Covid.[53] Sharing the 

same concerns, we will now turn to discuss data 

privacy protection challenges in Europe and China 

from 3 parameters: (a) sensitive personal data 

protection, (b) processed data protection, and (c) the 

right to be forgotten. 

 

3.2 SENSITIVE PERSONAL DATA PROTECTION 

CHALLENGE 

According to big data and computing science 

research, “SPD is the class to indicate personal data 

considered sensitive in terms of privacy and/or 

impact and that require additional considerations 

and/or protection”[54], which includes data 

revealing health data, etc.[55] Unauthorised 

disclosure or misuse of SPD can reflect society 

concerns at large[56] and often can lead to very high 

possibility of significant physical, moral, or financial 

harm.[57] Nevertheless dangers arise with the 

collection of SPD during Covid because such data 

was collected and processed via Covid-19 tracing 

apps, yet no clear definition of SPD (including health 

data) was offered[58], neither in Europe nor in China.  

It may be true that in different occasions and 

scenarios, the sensitivity of the same category of 

personal data may vary, therefore dividing SPD from 

personal data (in general) can be challenging. Despite 

this, the EU/UK GDPR and China PIPL both provide 

a list of categories of SPD and require extra protection 

for the processing of such data[59] where 

considerations of discrimination and stigmatisation 

harms are often the evaluation standards[60]: In the 

EU SPD includes “personal data revealing racial or 

ethnic origin, political opinions, religious or 
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philosophical beliefs, or trade union membership, and 

the processing of genetic data, biometric data for the 

purpose of uniquely identifying a natural person, 

data concerning health or data concerning a natural 

person‟s sex life or sexual orientation.”[61] China 

listed the following categories as SPD: “biometrics, 

religious beliefs, specific identities, medical health, 

financial accounts, movements and associated 

information, as well as personal information of 

minors under the age of 14.”[62] However, such lists 

are far from sufficient.[63] 

When the Covid vaccine passport — the Covid-19 

antibody test certification app (i.e., an immunity 

certificate allowing the holder travel based on either 

vaccination or antibody tests) — was introduced in 

the UK, it had been made clear that the app would 

gather SPD for the sake of public health and public 

interest but would not reveal any of that data.[64] 

However, without a solid definition of SPD in the UK 

GDPR (which following BREXIT mirrored the EU 

GDPR), it is unclear which data being collected by the 

COVID-19 antibody test certification app belongs to 

the SPD category. Thus, this gives rise to the risk SPD, 

incorrectly grouped as general personal data, could 

be revealed either by error or by design.  

The leakage of SPD can lead to serious results: For 

instance, in December 2020 a couple living in 

Chengdu China tested positive for COVID. One day 

later, their granddaughter, Ms Zhao, also tested 

positive. Her movements were published accordingly 

and the public soon realised that due to the nature of 

her particular employment (working in pubs and 

bars), Ms Zhao could potentially infect many people. 

Ms Zhao‟s personal information (e.g., name, ID 

number, phone number, home address, working 

address) was widely circulated online. Being a victim 

herself, Ms Zhao ought to seek legal protection for the 

leakage of her SPD. However, sadly, it turned out that 

Ms Zhao apologised to the public for being an 

infector.[65]  

Another example of lack of security for SPD also 

happened in December 2020 when approximately 70 

Chinese celebrities‟ SPD was leaked and circulated 

online. Due to the misuse of a feature of a Covid 

tracing app—Beijing JianKangBao, fans using the 

“Check Other‟s Health QR Code”[66] feature of the 

app, could figure out how to track celebrities‟ 

movement across China. Some extreme fans used 

celebrities‟ personal data (e.g., ID numbers and 

movement) to follow their idols in flights which 

affected those celebrities‟ work and personal life.[67] 

Hence, for the sake of protecting victims from the 

leakage of SPD, there is an urgent need for a 

definition of sensitive personal data to be added into 

personal data protection acts worldwide.  

4. PROCESSED DATA PROTECTION CHALLENGES 

GDPR and PIPL were designed to protect data 

privacy of individuals („personal data owners‟ or 

„data subject‟) when data controllers collect, process 

or transfer personal data.[68] For processing personal 

data during the ongoing global pandemic of Covid, 

there were underpinning legal justifications: for 

instance, in the UK, sensitive personal data was 

allowed to be processed if it “[…] is necessary for 

reasons of substantial public interest.”[69] In the EU, 

data processing was lawful if “processing is necessary 

for the performance of a task carried out in the public 

interest”.[70] In China, personal data collection and 

processing can omit the obtaining of permission from 

citizens if it is necessary to respond to public health 

emergencies.[71] The original idea of using data to 

combat the pandemic aims therefore relies on 

personal movement and pandemic infection data to 

help governments draw a comprehensive picture[72]; 

on how the virus spreads, how to support hospitals to 

get ready for treating victims; how to guide food 

supply and PPE (personal protective equipment) 

supply for the society, etc. However, as the following 
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will show, collecting SPD in pursuit of the idea of 

protecting the public interest can also turn out to be a 

means of harming the public interests when the data 

has been processed. 

In order to answer this question, it is vital to find out 

whether processed data is eligible to be protected or 

not under EU/UK GDPR and China PIPL. Processed 

data may no longer belong to the personal data 

category if it does not relate to the very individual 

from whom the data was originally collected.[73] In 

other words, after the raw sensitive personal data has 

been collected and processed in pursuance of 

safeguarding the public interest, a good amount of 

the processed data can be created which is very 

unlikely to fall within the definition of personal data 

(according to the definitions in GDPR and PIPL[74]). 

This in turn can potentially harm citizens‟ interests. 

For example, data collected from Covid contact 

tracing apps after processing, and dis-connected from 

individuals, can be used to map out the movement of 

people[75] and their social activities[76], or to work 

out people‟s medical and health history which can 

benefit health insurance companies and 

pharmaceutical companies. Similar issues have arisen 

before. For example, 23andMe (a personal genomics 

and biotechnology company based in California) 

announced plans to use the company‟s more than 12-

million person DNA samples for drug research, and 

unfortunately, the secondary use of such (processed) 

data falls outside of US data protection acts.[77] 

Concerns about data misuse led to significant debate 

about Covid apps security and privacy[78], which in 

turn led to failure of contact tracing apps in many 

countries and regions, such as in Europe.[79] 

Although the ECHR makes it clear that personal 

privacy can be limited under special circumstances 

when public health is under threat[80], the failure to 

spread the use and acceptance of contact tracing apps 

illustrates that giving away personal data to the 

government to safeguard the public interest for the 

duration of the emergency was not considered “safe” 

by many citizens in Europe. The download rate of 

Covid contact tracing apps in the EU Member States 

was less than half of their population and even people 

who have downloaded the app may have never used 

the app.[81] In the UK, such concern increased 

because in 2022, the UK launched an NHS project to 

sell tens of millions of personal digital medical 

records (including health data collected during 

Covid) to a US company—Palatine (one of the world 

biggest health data platforms) without seeking 

patient consent, and it has been confirmed that it shall 

proceed to “provide new insights into the nation‟s 

health”.[82] These concerns highlight the urge and 

challenge for EU/UK GDPR to give serious 

consideration to protecting processed data that 

currently does not fall into the definition of personal 

data. Similar concerns also exist in China, but the 

attitude towards tracing app use is very different. 

In China, a much more comprehensive version of a 

Covid tracing app, named China‟s Health Code app 

(„JianKangBao‟), was created, operated and 

technically supported by collaboration between the 

government[83] and technology companies (i.e., 

Alibaba and Tencent, who own the dominant online 

shopping platforms; online payment systems; instant 

messaging platforms, etc.). Personal data, such as the 

citizen‟s ID number, face, mobile number, addresses, 

geological locations and movements, temperature, 

positive diagnosis information, vaccine record, and 

notifications to exposed users, were all collected via 

JianKangBao.[84] On one hand, similar to the West, 

concerns about privacy and data misuse by the online 

platform giants to gain business profits are also 

present in China.[85] By knowing people‟s 

movements, artificial intelligence can easily work out 

beneficial data for businesses: for instance, realising 

that which age groups prefer which type of 
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restaurants, and which tourist destinations attract 

people with various salary levels, can help businesses 

target the right markets for the future. Such valuable 

processed data can be potentially sold on to 

businesses or research agencies which will for sure 

constitute a breach of trust in personal data privacy. 

Currently, China‟s PIPL does not provide sufficient 

protection vis a vis use of processed data which poses 

foreseeable risks for citizens. 

Conversely, on the other hand, it could also be said 

that the collaboration between government and tech 

giants also demonstrated an effective approach[86] to 

guarantee the coverage of the Health Code app 

amongst a large population due to the massive 

amount of Alibaba and Tencent users among the 

Chinese citizenry.[87] Contrary to what happened in 

the EU/UK, the use of the contact tracking app was 

mandatory in China until December 2022 when the 

zero-COVID policy was cancelled.[88] Despite critical 

comments on the loss of privacy, people coped with 

the Health Code app use due to “the country‟s unique 

socio-political environment and cultural heritage and 

is thus significantly different from Western norms 

and values built around individual freedom and 

rights.”[89] Such differences can also be seen from the 

understanding of the right to be forgotten in GDPR 

and PIPL. 

1. THE RIGHT TO BE FORGOTTEN CHALLENGES 

The notion of a “right to be forgotten” was 

introduced by the EU GDPR and soon thereafter was 

mirrored in many other countries‟ data protection 

regimes, such as the UK (2018) and China (2021).[90] 

EU GDPR provides that: “[t]he data subject shall have 

the right to obtain from the controller the erasure of 

personal data concerning him or her without undue 

delay and the controller shall have the obligation to 

erase personal data without undue delay where […] 

the personal data are no longer necessary in relation 

to the purposes for which they were collected or 

otherwise processed […]”[91] However, this does not 

mean GDPR and China PIPL apply the same rules 

when it comes to the personal data that needs to be 

deleted and forgotten: the PIPL focuses more on the 

right to be delete data (e.g., “personal information 

processors shall have the obligation to erase personal 

data […]”[92]), rather than the right to be forgotten 

(GDPR). 

Issues around the right to be forgotten had appeared 

in China before the PIPL came into force in 2021. The 

very first China‟s right to be forgotten case—Ren Jiayu 

v. Beijing Baidu Netcom Technology Co., Ltd. was filed in 

2015. In this case the plaintiff‟s requested that his 

name-related search suggestions to be removed from 

Baidu[93], a widely used search engine, because 

information thereon harmed his reputation. However, 

his claim was not supported by Beijing‟s First 

Intermediate People‟s Court as the right to be 

forgotten did not exist in China‟s legal framework at 

the time.[94] However, would the plaintiff‟s claim be 

supported if the case was brought to court after 2021? 

Article 47 of PIPL 2021 provides no legal basis for 

inaccurate data to be erased, although Article 46 does 

state that personal information controllers / 

processors shall have the obligation to correct 

inaccurate personal data, and complete the 

incomplete personal data. In other words, the 

plaintiff‟s claim based on the right to be forgotten still 

could not be supported under PIPL. 

Another limitation of the PIPL resides in Article 47 

PIPL, whereby it is clear that the Law only requires 

data processors to erase personal data. If processors 

failed to erase, data owners can request them to do 

so.[95] Such requirements differ from the EU GDPR 

which requires data controllers to erase personal data 

without undue delay when it is necessary[96]: First, a 

data processor is not a data controller; instead, the 

processor is either a person or a public authority, or 

an agency who processes personal data on behalf of 
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the data controller.[97] This means unlike in the EU 

where when the data controller erases personal data, 

“any links to, or copy or replication of, those personal 

data” will be deleted synchronously[98], citizens 

(data owners) in China can only request data 

processors to delete their data individually, while data 

controllers may still store the raw data. Hence, if key 

data processors in China such as Alibaba and Tencent 

did not delete Covid-related personal data which they 

gathered and processed via JianKangBao, citizens 

would have to contact them separately to seek data 

deletion post-Covid. However, because of the lack of 

transparency and information on how citizens‟ 

Covid-gathered personal data has been processed, 

citizens cannot even figure out who the other data 

processors are after Alibaba and Tencent. They 

thereby lose their right to erase such personal data 

completely. Second, in any case where a citizen seeks 

to request deletion of Covid-provided personal data, 

citizens will find this is not an easy task. Taking 

Tencent‟s WeChat platform as an example, one of the 

major platforms hosting JianKangBao, there is no link 

to erase Covid-gathered personal data in the WeChat 

Security Centre, and no information has been 

provided when searching “the right to be forgotten” 

in its Help Centre. We can therefore conclude that the 

PIPL‟s provision for requesting data deletion is 

neither user-friendly nor transparent in practice. 

The EU GDPR‟s right to be forgotten provides better 

data privacy and protection than China PIPL, 

notwithstanding that issues remain around seeking 

an all-encompassing definition of SPD and around 

data processing. For example, GDPR states that the 

right to be forgotten does not apply to personal data 

collected for reasons of public interest in the area of 

public health.[99] This exemption makes sensitive 

personal data protection even more difficult for the 

public, and leaves open the potential risk of data 

misuse via data processing. Commentators have also 

argued that it is unlikely to be reasonable to regard all 

health data as falling within the scope of the public 

interest exemption to the right to be forgotten.[100] 

Otherwise, it would be too broad and potentially 

harm the balance between privacy and the public 

interest.[101] Therefore, in order to improve the EU-

style right to be forgotten, it is necessary to (a) 

provide a solid definition for SPD, and also (b) offer 

protection to processed data. 

2. CONCLUSION 

The EU‟s GDPR has been described as the gold 

standard on data protection and a global standard for 

the digital era since 2016.[102]1 However, the gold 

standard fails to solve public concerns surrounding 

data privacy following the Covid pandemic. 

Alongside mass personal data gathering via Covid 

contact tracing apps which could be seen across the 

world with the aim of supporting governments and 

their citizens to fight Covid, we also see citizens‟ 

concerns and criticisms when they were being 

requested to share more and more of their personal 

data by governments during a public health crisis. 

This presents the urge to rethink Personal Data 

Protection Policy in the context of revising the GDPR. 

The authors observe that while citizens, in both East 

and West exhibit various levels of willingness to 

share their personal data for the sake of protecting the 

public good and safety of society, at the same time it 

must be recognised that both East and West face 

similar challenges for provision of an adequate 

safeguard for protecting citizens data privacy and its 

use, as they all follow the gold standard set by the 

GDPR, which now is revealed to have some gaps. 

First gap is the lack of SPD definition: Covid contact 

tracing apps collected massive amounts of SPD, but 

                                                      
1
 Schünemann, W.J. and Windwehr, J., 2021. Towards a ‘gold 

standard for the norm entrepreneurship. Journal of European 

Integration, 43(7), pp.859-874.world’? The European General 

Data Protection Regulation between supranational and national  
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SPD has never been adequately defined by either the 

EU or UK GDPR nor by China‟s PIPL. Second, 

processed data falls outside of the EU/UK GDPR and 

also outside China‟s PIPL: After collection, raw data 

processed via Covid contact tracing apps for the 

purpose of helping governments draw a 

comprehensive picture for combatting the virus, falls 

outside the scope of the EU‟s GDPR, the UK‟s GDPR 

and China‟s PIPL. In other words, processed data will 

not be protected as SPD because it no longer satisfies 

the definition of personal data which must be able to 

identify individuals. Third, given the existing 

weaknesses in both the GDPR and the PIPL relating 

to sensitive personal data and processed data, the EU-

style right to be forgotten faces ineffectiveness when 

intended to protect personal data privacy, as the right 

to be forgotten does not apply to processed data, and 

can also be exempted from being SPD in pursuit of 

governments taking steps to promote the public 

interest.  
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