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ABSTRACT

This paper studies the existence and uniqueness solution of fractional integro-differential equation, by using some
numerical graphs with successive approximation method of fractional integro -differential equation. The results of
written new program in Mat-Lab show that the method is very interested and efficient. Also we extend the results of
Butris [3].
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1. Introduction

Fractional differential equations have been of great
interest recently. It is caused both by the intensive
development of theory of fractional calculus itself and
by application of such constructions in various sciences
such as physics, chemistry, mechanics, engineering,
For details, see [4, 5, 6, 7,8]. Burris[3]has study a

solution of integro-differential equation of fractional

order which has the form:
x@(t) = f(t,x, ;_Tg(sx(s))ds),x0 ,0<ax<1

where XeD, c [O,T] and Da is a closed and

bounded domain.

This paper use some numerical graphs with successive
approximation method of fractional integro-differential
equation and also extend the results of Butris [3],where

D« is the standard Riemann - Liouville fractional
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derivative.
Definition
Let f be a function which is defined a. e. (almost every

where) on [a, b]. For a >0, we define:

b 1 b
1“ f =——[(b—s)"" f(s)ds
a  T(a),

Provided that this integral (Lebesgue) exists.

Definition 2.[2].  If & >0, then Gamma's function is

denote by (F) and defined by the form:
o0

I(a)=[es“ds
0

Lemma 1[1].
If { fn }:10=1

defined on the set E © R such that |fn| <M N

is a sequences of functions is

o0
where Mn is a positive number, then Z fn is
n=1
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uniformaly convergent on E  if Z M, s
n=1
convergent.
Lemma 2[1].
0 mn -1 Xna -1
Let ( ) z , wherem =R, then:

m1 T'(na)
o the series converges for X#0 and o >0 .
o the series converges everywhere when ¢ >0 .
e if =0, then E, (m, x) =exp(mx) -
Lemma 3[3].

If K, and K, be a positive constant, and f be a

continuous function on a <t <b, such that:
t
f(t) <K, +K, [ f(s)ds
a

Then

f(t) <K, exp(K, (t —a))
This paper deals some numerical graphs with
successive approximation method of fractional integro
—differential equation which has the form:-
x@ () = £ (£,x(0), hOx(t), [ p(s,x(5), A(s)x(s))ds) (1)
x@ D=y, 0<a<1

The function f (t, X(t), h(t)X(t), g (t)) is defined,
continuous on the domain:

(t,x) [0, T]xD, @)

where Xe D, c [O,T] , Da is a closed and bounded

domain subset of R

We denote to Ip(t, x(t), h(t)X(t))jt by

g9(t),
Suppose that the functions f (t, X(t ), h(t)X(t), g (t)) ,

h(t) satisfies the following inequalities:
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| (. x(t),h®)x(®),g®)) <M
@)
g0 £ 0 < U M L 1) )

for all tel0,T] and X, X,X, € D,, where

L,M,N,K, are positive constants, ”” = max||
.Here h(t) is a continuous function in t provided that:
Iht)| <N ,N>0 (5)

We define the non-empty sets as follows:

Ta
D, =D, ——
“ 7 T(a+l)

M, Dy, =¢ 6)
Moreover, we suppose the value of the following
equation:

(24

T (e +1)

2. Existenece of Solution

n<1 (@)

Theorem 1.
Let the vector function f(t,X(t),h(t)X(t),Q(t)) be
defined in the domain (2), continuous in ,X and

satisfy the inequalities (3),(4), and (5) , then the

function:

K=, (1j [sxsx )jP(r,X(I,XO),h(f)X(r,XO))drj (15 ds

$-

is a solution of (1).
Proof:

Let

l t
m+1 ((ZJ; [ SXO

(®)

With xS (¢, x0) = x,

$

1) [Pl ) M XO))de t-s)"'ds

$T
m=20,1,2,..

be a sequence of functions which is defined on the

domain:
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(t,%,) €[0,T]xD

©
We will divide the proof as follows:

@ X,(tX)eD,, forall te[0T], X, €D,,.

i) X,(t,X,) €D, , is uniformly convergent to the
function X(t,X,) on the domain(9) , for all te [O,T] /
X, €D,

(i) X(t,X,)€D,, forall te[0,T], X, €D,

proof (i):

Set m=0 and use (8), we get:

e %)~ =, + F%{[[SX@%)MﬁX@&)I
1 :
S@ ! f{s,xl(s,XO),h(s)xl(s,xo),sJ-TP(f, Xl(r,xo),h(f)xl(ﬁxri)?j{l‘a

)—J

< %j M(t —s)*"ds

t(l
< M
ag” o tebTl
1%, (t, %) = X, < Tl sD) M

(10)
Thatis X, (t,X,) €D, , forall te [O,T] , % €D,
By mathematical induction we have:

t

il

0

o

%wmocmﬂ(wuvwﬂmww

||Xm(t1xo)—xo||§m
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o tel0,T] forall X, (t,%)eD,

where. X, €D,

proof (ii):
Now, we shall prove that the sequence of
functions (9) is uniformly convergent on (9). From (8),

when m=1 we get:

!

()[ [”1(5)() Hghy(sx )jp(f)((rx)h() iy ﬂ(t -

0 sT

R

t

_F(la)j{f(s,xo(s,xo),h(s)xo(s,xo), iP(r,Xo(r,Xo),h(f)Xo(T »Xo))dfﬂ(t‘s)“ds

0 s-T

_XO

Ly
r

€

[{ - M rxo)\H( Jfit) x(r,xo]+NL|xl(z,xD)-xu(r,xo]w(t-s)“ds

d ;

( X, (7, %), h(t)x (7, XO? (t—s) ds—xol

F(QHHNLX”XO =Xy )] - (L N ) - X el
0

alds

y@)ﬂbﬂ)’%ﬁd %)~ %(7, Xo)"kt - S)HdS

1 i, 1° o1
<——1+N)|| L——=M |[t- d
] g oo
<no*M

and hence

X, (t, o) = X, (t, X,)| < @*M
Now when m=2 in (8) we get:
t

l
il

0

HXa(I,XU)-XZ(t,Xﬁ)H: It

f[s ARALNAR: iP(Tixz(f’Xﬁ)nh(T)Xz(ﬁ XO))dTﬂ([-S)MdS-

bl

{ §

- —ﬁj‘f{s,xl(sxo),h(s)xl(sxo), [P(rxl(r,xa)h(f)Xl(on))de](t-S)“dS

0 T

1L
F(O!),([[LXZ(T’ Xo) =%, XO)H * NLHXz (7. %)~ 17, XU)H +

S

+ I(Fe"“(“s)(LHx2 (r%,)-

o left-5) s

X, (r. )|+ N, (7, %) -
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L

F(a)i[“ NI 7)) ML ) - -5 s

< N?w*M
Therefore
lIx3(t, X0) — X2(t,Xp)|| < N*w*M
Then by mathematical induction we have:
||Xm+1(t'X0) - Xm(t; XO)” < nm“)m+1M
(11)
For all m=0,1,2,... .

Now from (11), and for P =1, we get:

L S
m+p(t X, )— X (t,xoj‘s M> o'y
i-0
12)
WHERE

me+p (t, %) — X, (t, xO)H _

HXerp(t, Xo) = Xmspoa (t %) ‘ .

_|_

Xm+p—1(t’ XO) - Xm+p—2 (t’ XO)‘ T +

+ me+1(t’ Xo) — X, (t’ XO)H

Ta m+p-1 Ta M+p-2
S[F(a )] [ (t.x;)- 0“+[ (a+1)77] [t x) x|+

SO THAT
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IR INERL Y

it | oo
PRV I STPTO

We note that the right hand from (13) is bounded with

the convergent geometric series and its summation to

and hence

g[r (Z:l)q]m{l—[r(;l)ﬂﬂlxi(tlxo)‘xo

S[r&:ﬂ”ﬂl‘[r&:n”ﬂl g™

But the inequality (7) is less than unity, then

equals

1-Y¥

Xm+p(t1X0)_Xm(t'X0)

(T Y
L - =0
m'ﬂ?[r(auﬂj 0

Thus the right hand side of (14) equals to zero when

M — 0. Suppose that &> 0, we get a positive
integer n such that N <M, and satisfied the next

estimation for all m:

me+p (t, %) =X, (8, Xo)H <&, p20.

Then according to the definition of uniformly

convergent [1], we find that the sequence of function

{ (t, XO)} _o is uniformly convergent to the function

X(t, Xo) and this function is continuous on the same

interval.

Putting:
rI;im X, (£, %) = X(t, %,) (16)

proof (iii):

doi : 10.25007 / ajnu.v8n4a431
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to prove X(t,X))€D, , forall te[0,T], x,eD,, we

assume that:

lJH ol ”&memmmwmﬂmwm-

s-T

o

0

hfmxmumxm]mwws

$

N
<F(a !me X(z,%)|(t—s) "ds
Then
|m1jf&h@&ﬂ@%@%)ﬁ&%@&ﬂ@hh%mfﬁ—ﬁ%&
m—m]‘(a)g & |

(t-s)'d

ﬁ@m%mmm%mf

5

_F(la)ﬂf[s, X(S, XO)’ h(S)X(S, XO)!

)l I X (72 %) — X(z, Xo)|[(t —s)" *ds

Since the sequence {Xm (t, XO)}:=0 is uniformly

convergent on [O,T] to the function X(t, XO) on the
same interval, then, we have

t

(lj[ [sx %), sxo,ijX r X)X (f,Xo))dT]](t'S)ﬂdS:

0

lim

m—m

L
e

So X(1,%,)€G,

stsxU sxo,jPrero) h(e)x(z. )N ]](t s s

s-T

[ ——

, forall X, EGM

3. Uniqueness of Solution
The study of the uniqueness solution of (1), will be
introduced by the following:

Theorem 2.
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Let all assumptions and conditions of theorem 1 be
given then the problem (1), has a unique solution
X =x_(t, Xo) on the domain (9).

Proof:

On the contrary, we suppose that there is another
solution )A((t, Xo) of the problem (1), which is defined

by the following integral equation:

t

.
x(t,xo)_x0+r(a)J

0

§

%mmmmmj

T

&mm)uamww i (17

Now we shall prove that X(t, X,) = X(t, X,) for all
X, €D,;, and to do this we need to prove the
following inequality:

IR(E, %o) — X, (8, %) S @™ M ™™ (1)
where | £ (t, x@®), h@x®),g®)<M"
n=@0+N)L.

Let when m=0 in (8) and from (17) we find:

-5 -,

littx)-xJ=

X0+F(10z)£ f{s,k(s.xﬁ),h(s)i(&Xo)’jrp(ﬂ*(fvxo)vh(f)k(f'xﬂ))df

t

1
Sl“(a)j

0

(t-s)"ds

mﬂu@mmuJﬁ@m%mmm%mﬂ

[

< 1

 T(a)

ta
M*
sy o telTl]

M*(t—s)"ds

O Ly —+

<

a

:
— X[ < M
)l o)

and when m=1 in (8) and from (17) we find that

-5 'ts-

t

|
i

0

. e

T

“X(I,XU)-Xl(I,XU)“: %

f{s,k(s,xo),h(s)
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(li{ [sx (5,%),h(s)%, (sx),jP(rx(zx)h( )iy (1,%, )iz ﬂ(t sfds

0

-0

(1j [ NG ) s - L ) -
:FL(HN)j[Lux(axo)—

-5

¥ (. %)t -5 ds

therefore

<nw*M’

We find that the inequality (18) is satisfying when m=0,
1,2

Suppose that the inequality (18) is satisfying when m=p

as the following inequality:
A 1 %
x(t,xo)—xp(t,xo]‘Sa)"’+ M*7° o)

now

Hm

(lj { { )it x,) IG )P(rX(rxo)h(f)X([XD))dfﬂ(t_s)ﬂds_

_xg—r(la)ﬂf[s,xp(s,xo),h<s)xp(s,xo).jTP(axp(r,xo),h(r)xp(axo)}ﬂr]]ﬁ—s)“1ds

Ll

r(a)i[“N Ut )=, ) -0 ML ) - x, XO)Hh_S)ﬂ i

SENH N)j[m(f, -1, (ropffi-sp s

rle)
<L+N)Lp’e™*M*
_ 77p+160p+2M *

then

)A((t’xo) p+1(t X M<wp+2M '

41

Thus we find that the inequality (18) is satisfying when
m=0,1,2,... .
Then by a condition (16) we get:

K(t ) = Limx, t,3) = (6 %)

and this proves that the two solutions are congruent in
the domain (9).

4. Numerical Results

In this section we investigate the existence, uniqueness
solution of fractional Integro- differential equations by
using a new written program in Mat-Lab software. An
example which is corresponding to our general form
(3) , solved by using in Mat-Lab Release R2017a .
Example4.1: First, we consider the following fractional

integro- differential equation, for t € I = [0,1].

(@) _ 15 _ 32 _ 13
D'%u(t) = u(t) +3r(05)t t* -3+

fotu(s)ds

The exact solution and successive approximation

,u(0)=0

method are show in figure(1)

doi : 10.25007 / ajnu.v8n4a431
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Figure(1) The exact solution is compared with the successive
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Example4-2.: consider the following fractional integro-

differential equation, for t € I = [0,1].

6t2:25
T(3.25)

—t2et t
D@u(t) = —+ + J, e'u(s)ds ,u(0) =0
The exact solution and successive approximation
method are show in figure (2)
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7 T T T T T T T T
a=0.9 /
80 Exact solution

Approzimation solution

u(x)

Figure(2) The exact solution is compared with the
successive approximate in different value of (o)

Example 4-3.: consider the following fractional integro-

differential equation, for t € I = [0,1].

D@u(t) = (cost — sint) + Fz(tz—l:) + % +t(2—-3cost—

tsint + t?cost) + ftt_h s * sinsds ,u(0) =0
The successive approximation method with different

show in the

(o) of are

value figure (3)
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Figure(3) The successive approximate solution of
Example4-3 in different value of (a)
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